
  

Information theory

Concept of information (through an example)

Information content of data streams, information rate

Entropy and information



  

Concept of information (through an example)

Intuitive concept:

"informare" (Lat.) : „to give form to the mind”, or to teach, instruct somebody

Thus: „We can only change our minds, when we recieve information.”

Or:
„a type of input to an organism or designed device” : Ecology, sensory input
(Smell of food → movement of animal)

Or:
„information is any type of pattern that influences 
the formation or transformation of other patterns.”
(RNA sequence → Protein structure)



  

Transmitting information – information content

Event and information:
What happened?

„Information content” of events:

-It is light traffic this morning

-It will rain tomorrow.

-I have won the lottery!

How can we encode information?



  

Transmitting information – information coding

Information source

Transmission channel

Information reciever 
destination

encoding

decoding

in general 

Encoding: We represent events with NUMBERS

Decoding: We reconstruct events from NUMBERS

Which event occured from a set of possibilities?

(news)



  

Transmitting information – information coding

Information source

Transmission channel

Information reciever 
destination

encoding

decoding

in general an example

Tossing a dime

Head or Tail?



  

Transmitting information – information coding

Information source

Transmission channel

Information reciever 
destination

encoding

decoding

in general an example

Which side is up?

Decide who wins

encoding

decoding

Sides : Head or Tail

into Numbers:
1,0

1,0 → head, tail

Speech, waves in the air, sms



  

Transmitting information – digital coding

: 1 1

: 0 0

: 1 001
: 2 010
: 3 011
: 4 100
: 5 101
: 6 110

Event Number Digital code

2-base numbers: example: 1012 = 1*22+0*21+1*20 = 510

bit = „binary digit”



  

Transmitting information – coding efficiency

: 1 001
: 2 010
: 3 011
: 4 100
: 5 101
: 6 110

7 111
0 000

Event Number Digital code Bits needed

3

Maximum number of events

8

Here we only have 6 events,
but could encode 8 in 3 bits!

A better encoding:

{X
1
X

2
X

3
} group 3 events together : number of possibilities = 63 = 216

Classic coding
3x3 bits = 9 bits

256 = 28

It is possible to encode 3 events in 8 bits
1 bit less!



  

Transmitting information – information content

Information content = how many bits do we minimally need to encode

(This also gives the encoding efficiency limit)

How does this connect with intuitive information content?

-I have tossed a dime. Head or Tail?

-It is light traffic this morning

-It will rain tomorrow.

-I have won the lottery!

p q
½ ½

¼ ¾

1% 99%

1/13,983,816 0.999....

No idea

Probably
no win

Gained information is inverse proportional to the probability (p)



  

Transmitting information – measure of information 

P
i

1/6
1/6
1/6
1/6
1/6
1/6

P
i

1/2
1/4
1/8
1/16
1/32
1/32

Loaded

Fair

0,17 000 3 0,5

0,17 001 3 0,5

0,17 010 3 0,5
0,17 011 3 0,5
0,17 100 3 0,5
0,17 101 3 0,5

3

0,5 0 1 0,5

0,25 10 2 0,5
0,13 110 3 0,38

0,06 1110 4 0,25

0,03 11110 5 0,16

0,03 11111 5 0,16

1,94

probability code example bits needed p*(number of  bits needed)

Expected number of bits needed:

Expected number of bits needed:

We can encode more efficiently here:



  

Transmitting information – measure of information 

P
i

1/6
1/6
1/6
1/6
1/6
1/6

P
i

1/2
1/4
1/8
1/16
1/32
1/32

Loaded

Fair

0,17 000 3 0,5

0,17 001 3 0,5

0,17 010 3 0,5

0,17 011 3 0,5
0,17 100 3 0,5

0,17 101 3 0,5

3

0,5 0 1 0,5

0,25 10 2 0,5
0,13 110 3 0,38

0,06 1110 4 0,25

0,03 11110 5 0,16

0,03 11111 5 0,16

1,94

probability code example bits needed p*(number of  bits needed)

Expected number of bits needed:

Expected number of bits needed:

Here we expect
„one” (most probable)

On average
we learn less

Gained information is proportional to the number of bits needed

Here we do NOT
Expect anything

Maximal uncertainity

Here the information content is less.



  

Transmitting information – measure of information 

H= p⋅log2( 1
p)Shannon : define measure as:

log
2
 : 2-base logarithm

Examples:

log
2
 (2) = 1

log
2
 (4) = 2

log
2
 (8) = 3

I=log2( 1
p)

It is also useful to calculate the information content
of a single event:

Thus, the H=p*I is a weighted value of the information content,
the weighting factor is the probability. This will be useful, if the
average information content is needed.

We have a way to define the information content ONLY 
with the probability, without the need of a specific 
encoding scheme



  

Transmitting information – measure of information 

H= p⋅log2 1
p Shannon 

If we have multiple events in the set, then it is a sum for every possible event:

H=∑
i

pi⋅log2 1
pi =∑

i

− pi⋅log2 pi

[bit]

other log-bases:
log

e
  (ln) : [nat]

log
10

 (lg) : [ban]



  

measure of information  - entropy

Dime tossing

p q = 1-p

H=∑
i

−pi⋅log2 pi=− p⋅log2 p−q⋅log 2q=− p⋅log 2 p−1− p⋅log21− p

Fair dime: p = ½
 
no expectations
maximal uncertainity



  

measure of information  - entropy

Dime tossing

p q = 1-p

Fair dime: p = ½
 
no expectations
maximal uncertainity

H has another name: Shannon-entropy

H has a maximum when we know nothing in advance (all p
i
-s are equal, p

i
 = 1/n)

Expected outcomes are maximized: each state is equally probable

Physical entropy (S) has a maximum if the number of microstates is maximal.



  

measure of information  - entropy

Dime tossing

p q = 1-p

H has another name: Shannon-entropy

H vanishes ONLY if we are absolutely certain of the outcome: p=0 or p=1

Physical entropy (S) vanishes ONLY if there is exactly 1 microstate



  

Examples of usage in medicine

Bayes-theorem based methods:

The amount of information gained by performing
a diagnostic test can be quantified by calculating 
the relative entropy between the posttest and 
pretest probability distributions

Application:
- Diagnostic tests
- expert systems

a
i
: pretest probability

b
i
: post test probability

Extension Material



  

Databases

Databases store information:

Databases are used for: 
storage, structuring and extraction of information gathered previously.



  

Databases

Databases store information:

Databases are used for: 
storage, structuring and 
extraction of information 
gathered previously.

It is hard to extract or modify
information stored on
paper



  

Databases – storing information



  

Databases – storing information

Table : ordered set of data (information)



  

Record : Information grouped together 
(one ROW in a Table)

Databases – storing information

Each row is a selected set of data 

Every row has the same structure



  

Databases – storing information

Column: data type



  

Databases – SQL

A relational database stores each 
key (information) ONCE, and it 
stores the connections between 
objects.

The database models the logic of 
the data set.


