
ΔS1bit = k ln2

Information theory, AI, datenbases, telemedicine

just a quick introduction

Schay G.

I wish to be as calm as J.B. when it comes to 
difficult decisions…



The concept of information

Intuitíve

"informare" (Lat.) : „form the mind”, teach, instruct somebody

we can only change our mind if we get information

OR:

„any signal or input which generates a response in a machine or living creature” 

(e.g. Pavlovian reflex)

OR:

„ such a pattern which influences the formation of other patterns”

(e.g. DNA sequence → protein structure)





tossing a dime

head or tail?



Transmitting information – information coding

Information source

Transmission channel

Information reciever 

destination

encodin

g

decodin

g

in general an 

example
Which side is up?

Decide who 

wins

encodin

g

decodin

g

Sides : Head or 

Tail

into Numbers: 1,0

1,0 → head, 

tail

Speech, waves in the air, sms

1 0

1 0



Transmitting information – digital coding

How many bits we 

need?

Bit: binary 

digit

0 or 

1

digits: we use them to express numbers, like: 19 = 1*10 + 9*1 = 1*101 + 9*100

we are used to the decimal system having a base of 10, but any base is possible.
digital: base is 2

example: 1012 = 1*4+0*2+1*1 = 1*22 + 0*21 + 1*20 = 510



Transmitting information – digital coding

: 1 1

: 0 0

: 1 001

: 2 010

: 3 011

: 4 100

: 5 101

: 6 110

Event Number Digital code

2-base numbers: example: 1012 = 1*22 +0*21 +1*20 = 5

bit = „binary digit”



Transmitting information – coding efficiency

: 1 1

: 0 0

: 1 001

: 2 010

: 3 011

: 4 100

: 5 101

: 6 110

7 111

0 000

Event Number Digital code Bits 

needed

1

3

Maximum number of 

events

2

8

Here we only have 6 

events,

but could encode 8 in 3 bits!

extension material



Transmitting information – coding efficiency

: 1 001

: 2 010

: 3 011

: 4 100

: 5 101

: 6 110

7 111

0 000

Event Number Digital code Bits 

needed

3

Maximum number of 

events

8

Here we only have 6 

events,

but could encode 8 in 3 bits!

A better encoding:

{X1 X2 X3 } group 3 events together : number of possibilities = 63 = 216

Classic coding

3x3 bits = 9 bits

256 = 28

It is possible to encode 3 events in 8 bits

1 bit less!

extension material
This is 2.66 bit/event



Transmitting information – information content

Information content = how many bits do we minimally need to encode

(This also gives the encoding efficiency 

limit)

How does this connect with intuitive information 

content?

-I have tossed a dime. Head or 

Tail?

-It is light traffic this morning

-It will rain tomorrow.

-I have won the lottery!



Transmitting information – information content

Information content = how many bits do we minimally need to encode

(This also gives the encoding efficiency 

limit)

How does this connect with intuitive information 

content?

-I have tossed a dime. Head or 

Tail?

-It is light traffic this morning

-It will rain tomorrow.

-I have won the lottery!

p

q

½

½

¼

¾

1%

99%

1/13,983,816

0.999....

No 

idea

Probably

no win



Transmitting information – measure of information 

P

1/6

1/6

1/6

1/6

1/6

1/6

P

1/2

1/4

1/8

1/16

1/32

1/32

Loaded

Fair

0,17 000 3 0,5

0,17 001 3 0,5

0,17 010 3 0,5

0,17 011 3 0,5

0,17 100 3 0,5

0,17 101 3 0,5

3

0,5 0 1 0,5

0,25 10 2 0,5

0,13 110 3 0,38

0,06 1110 4 0,25

0,03 11110 5 0,16

0,03 11111 5 0,16

1,94

probability code example bits needed p*(number of  bits needed)

Expected number of bits needed:

Expected number of bits needed:

Here we expect

„one” (most 

probable)
On average

we learn 

less

Gained information is proportional to the number of bits needed

Here we do NOT

Expect anything

Maximal 

uncertainity

Here the information content is less.extension material

(2.66)



How should be information content matematically specified? (Shannon 1948)

1.: H should be continuous in the p (small change in p → small change in H)

2.: Unlikely events carry a high information content:

H should be in some way inverse proportional to p

If all the p are equal, (p = 1/n)

then H should be a monotonic increasing function of n. 

With equally likely events there is more choice, or uncertainty, when there are more 

possible events.

3.: Branching Chioces:

If a choice can be broken down into two successive choices, 

the original H should be the weighted sum of the individual values of H.
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Transmitting information – measure of information 

Extension Material



Transmitting information – measure of information 

𝐻𝑖 = 𝑝 ⋅ 𝑙𝑜𝑔2
1

𝑝
Shannon : define measure as:

log : 2-base logarithm

Examples:

log (2) = 1

log (4) = 2

log (8) = 3

𝐼 = 𝑙𝑜𝑔2
1

𝑝

It is also useful to calculate the information content

of a single event:

Thus, the H=p*I is a weighted value of the information 

content,

the weighting factor is the probability. This will be useful, if the

average information content is needed.

We have a way to define the information content ONLY 

with the probability, without the need of a specific 

encoding scheme

𝐻 =෍

𝑖

𝑝𝑖 ⋅ 𝑙𝑜𝑔2
1

𝑝𝑖
=෍

𝑖

−𝑝𝑖 ⋅ 𝑙𝑜𝑔2𝑝𝑖



𝐻 =෍

𝑖

−𝑝𝑖 ⋅ 𝑙𝑜𝑔2𝑝𝑖 = −𝑝 ⋅ 𝑙𝑜𝑔2𝑝 − 𝑞 ⋅ 𝑙𝑜𝑔2𝑞 = −𝑝 ⋅ 𝑙𝑜𝑔2𝑝 − 1 − 𝑝 ⋅ 𝑙𝑜𝑔2 1 − 𝑝

Fair dime: p = ½

no assumptions, maximal 

uncertainity

head or tail

p q = 1-p

informational entropy

Shannon-entropy: is is maximal if avery event is equally probable 
(like the maximum number of microstates)



„ in an isolated system, entropy never decreases.” Second Law of 

Thermodynamics

The Maxwell demon

Temperature of A decreses, B increases → Violation of the Second Law 

?

Information entropy and physical entropy
Extension Material



„ in an isolated system, entropy never decreases.” Second Law of 

Thermodynamics

The Maxwell demon

Temperature of A decreses, B increases → Violation of Law II. 

?

Solution: NO, since the demon interacts with the system, it must be considered.

The demon acquires information, and this changes it's state! 

Information entropy and physical entropy
Extension Material



Pisto

nGas 

molecule

containe

r

1. : molecule's position unknown

2. : measure position, information = 1 bit

3. : move appropriate piston, no molecules moved 

here

4. : release door : isothermal expansion

5. : door opened, position information lost!

Information entropy and physical entropy

Work is produced 

here!

Extension Material



Pisto

n

Work is produced 

here!

1. : molecule's position unknown

2. : measure position, information = 1 bit

3. : move appropriate piston, no molecules moved 

here

4. : release door : isothermal expansion

5. : door opened, position information lost!Isothermal 

expansion:
𝑊𝐴→𝐵

= 𝑁𝑘𝑇𝑙𝑛
𝑉𝐴
𝑉𝐵

In this case:

N=1

V /V = 2

Hence

W = kT ln(2)

Information entropy and physical entropy
Extension Material



Pisto

n

Gas 

molecule

containe

r

Work is produced 

here!

1. : molecule's position unknown

2. : measure position, information = 1 bit

3. : move appropriate piston, no molecules moved 

here

4. : release door : isothermal expansion

5. : door opened, position information lost!Isothermal 

expansion:
𝑊𝐴→𝐵

= 𝑁𝑘𝑇𝑙𝑛
𝑉𝐴
𝑉𝐵

In this case:

N=1

V /V = 2

Hence

W = kT ln(2)

Information is lost here!

Information entropy and physical entropy
Extension Material



Leo Szilárd:

From Law II.  taking into account that W = TDS

W = W

TDS = kT ln2

DS = k ln2

Ereasing 1 bit of information increases physical entropy by k·ln2

(Landauer 1971, logically irreversible processes, eg. AND-gate)

Information entropy and physical entropy



Databases

Databases store information:

Databases are used for: 

storage, structuring and extraction of information gathered 

previously.



Databases

Databases store 

information:

Databases are used for: 

storage, structuring and 

extraction of information

gathered previously.

It is hard to extract or 

modify

information stored on

paper



Databases – storing information

Instead of paper, one could start typing the data into a spreadsheet

(Excel, OpenOffice, etc)



Databases – storing information



Databases – storing information

Table : ordered set of data 

(information)



Record : Information grouped together 

(one ROW in a Table)

Databases – storing information

Each row is a selected set of data 

Every row has the same 

structure



Databases – storing information

Column: data 

type



Databases – manipulating information

Sorting data 



Databases – manipulating information



Databases – retrieving information



Databases – problems with simple methods

Records do not have the same 

size

Waste of space

Adding new data types tedious

Inconsistency : is a field empty by error?



Entering the same data multiple times:

Typos

Redundancy

Later change almost impossible – too many 

items

...

Databases – problems with simple methods



Databases – SQL

A relational database stores each 

key (information) ONCE, and it 

stores the connections between 

objects.

The database models the logic of 

the data set.



Databases

Extension Material



Medical application

information gained by diagnostics

expert systems

genetic databases

Proteomics

Lipidomics

…-omics

personalized medicine

a : pretest prob.

b : post test prob.

relative entropy



Kullback–Leibler divergence 𝐷𝐾𝐿(𝑃|𝑄) = ෍

𝑖

𝑝𝑖 ∙ 𝑙𝑜𝑔
𝑝𝑖
𝑞𝑖

𝐷𝐾𝐿 𝑃 𝑄 = න

−∞

+∞

𝑝(𝑥) ∙ 𝑙𝑜𝑔
𝑝(𝑥)

𝑞(𝑥)
𝑑𝑥

it connects to the Shannon entropy

𝐻 = log 𝑁 − 𝐷𝐾𝐿(𝑝(𝑥)|𝑃𝐸𝑁)

PEN : N element equal distr.
(least informative prior)

our posterior 
distribution

This tells how much we learn!
more knowledge means less uncertainity by the given amount of bits.

do NOT memorize formula! they are here to see what the software calculates in the background



Artificial neuron -> we copy the biology as good as we can

(a good design is worth re-use )



Activation functions

Softplus: y=ln(1+ex) 



Convergence and divergence



Valverde, Sergi & Salem, Mostafa & Cabezas, Mariano & Pareto, Deborah & Vilanova, Joan C & Ramió-Torrentà, Lluís & Rovira, Alex & Salvi, Joaquim & Oliver, Arnau & Llado, Xavier. (2018). One-shot domain 
adaptation in multiple sclerosis lesion segmentation using convolutional neural networks. NeuroImage: Clinical. 21. 101638. 10.1016/j.nicl.2018.101638. 

Multi-layer networks can be built

Ibragimov, Bulat & Xing, Lei. (2016). Segmentation of organs-at-risks in head and neck CT images using convolutional neural networks. Medical Physics. 44. 10.1002/mp.12045. 

input convolution layer (max) pooling classificator


